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Introduction

⚫ Knowledge Distillation

⚫ Logits-based method

⚫ + computational and storage cost ↓

⚫ − unsatisfactory performance

⚫ Feature-based method

⚫ (+) superior performance 

⚫ − extra computational cost and storage usage

→ Potential of logit distillation is limited.

⚫ Decoupled Knowledge Distillation (DKD)

⚫ Target classification knowledge distillation (TCKD)

⚫ Binary logit distillation

⚫ Non-target classification knowledge distillation (NCKD)

⚫ Knowledge among non-target logits
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Introduction

⚫ Decoupled Knowledge Distillation (DKD)
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[Illustration of the classical KD and DKD]
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Method

⚫ Reformulation

⚫ Notations

⚫ Binary probabilities

⚫ Probabilities among non-target classes
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𝑝𝑖 =
exp 𝑧𝑖

σ𝑗=1
𝐶 exp 𝑧𝑗

, 𝒑 = 𝑝1, 𝑝2, … , 𝑝𝑡, … , 𝑝𝐶 ∈ ℝ1×𝐶

𝑝𝑡 =
exp 𝑧𝑡

σ𝑗=1
𝐶 exp 𝑧𝑗

, 𝑝\𝑡 =
σ𝑘=1,𝑘≠𝑡
𝐶 exp 𝑧𝑘

σ𝑗=1
𝐶 exp 𝑧𝑗

, 𝒃 = 𝑝𝑡, 𝑝\𝑡 ∈ ℝ1×2

Ƹ𝑝𝑖 =
exp 𝑧𝑖

σ𝑗=1,𝑗≠𝑡
𝐶 exp 𝑧𝑗

, ෝ𝒑 = Ƹ𝑝1, … , Ƹ𝑝𝑡−1, Ƹ𝑝𝑡+1, … , Ƹ𝑝𝐶 ∈ ℝ1× 𝐶−1
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Method

⚫ Reformulation

⚫ Vanilla KD

⚫ While NCKD focuses on the knowledge among non-target classes, TCKD focus on the knowledge 

related to the target class.
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Method

⚫ Effects of TCKD and NCKD

⚫ Singly applying TCKD is unhelpful or even harmful. (−)

⚫ Performance of NCKD are comparable and even better than vanilla KD (−)

∴ target-class-related knowledge could not be as important as knowledge among non-target classes.
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Method

⚫ Effects of TCKD and NCKD

∴ The more difficult the training data is, the more benefits TCKD could provide.
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Method

⚫ Decoupled Knowledge Distillation (DKD)

⚫ NCKD loss is coupled with 1 − 𝑝𝑡
𝒯 .

→ More confident predictions results in smaller NCKD weights. (highly suppressed weights) 

⚫ Weights of NCKD and TCKD are coupled.

where 𝛼 and 𝛽 are hyper-parameters.
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∴ DKD = 𝛼TCKD + 𝛽NCKD
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Experiments

⚫ Ablation: 𝜶 and 𝜷
⚫ Teacher: ResNet32×4, Student: ResNet8× 4

⚫ CIFAR-100
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Experiments

⚫ CIFAR-100

⚫ ImageNet
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Conclusions

⚫ Reformulation of vanilla KD loss into two parts

⚫ TCKD and NCKD

⚫ Decoupled Knowledge Distillation

⚫ Coupled formulation limits the effectiveness of transfer

⚫ Significant improvements on various datasets
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Thank you.
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