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Introduction

⚫ Knowledge Distillation

⚫ Previous works

⚫ A broad range of KD methods have been well studied but mostly for image classification.

⚫ Directly utilizing classification-based KD for dense prediction tasks→ desirable performance X † ¶

⚫ Ignore of the structured context among pixels

➔ Specialized KD methods for semantic segmentation!

⚫ Although existing segmentation-based KD employs structured spatial knowledge, this is generated 

from individual data samples, ignoring cross-image semantic relations among pixels.
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Task of predicting a label for each pixel 

(i.e., semantic and instance segmentation)

† Quanquan Li et al., CVPR, 2017

¶ Yifan Liu et al., TPAMI, 2020
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Introduction

⚫ Contributions

⚫ Global pixels relations across the various images

⚫ Pixel-to-pixel distillation

⚫ Pixel-to-region distillation
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† Quanquan Li et al., CVPR, 2017

¶ Yifan Liu et al., TPAMI, 2020
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Method

⚫ Notations

⚫ Segmentation

⚫ Feature extractor, 𝐅 ∈ ℝ𝐻×𝑊×𝑑

⚫ Classifier, 𝐅 → 𝐙 ∈ ℝ𝐻×𝑊×𝐶

⚫ Loss functions

⚫ Conventional segmentation loss, ℒseg =
1

𝐻×𝑊
σℎ=1
𝐻 σ𝑤=1

𝑊 CE 𝜎 𝐙ℎ,𝑤 , 𝑦ℎ,𝑤

⚫ Pixel-wise logit distillation, ℒkd =
1

𝐻×𝑊
σℎ=1
𝐻 σ𝑤=1

𝑊 KL 𝜎
𝐙ℎ,𝑤
𝒮

𝑻
||𝜎

𝐙ℎ,𝑤
𝒯

𝑻

➔ − Only address pixel-wise predictions independently but neglect semantic relations between pixels. 
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Each pixel’s logit after softmax

Ground-truth label

Soft class probabilities from student and teacher
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Method

⚫ Cross-Image Relational KD (CIRKD)

⚫ Pixel-to-Pixel Distillation

⚫ Mini-batch-based distillation

⚫ Mini-batch, 𝑥𝑛 𝑛=1
𝑁 → feature maps, 𝐅𝑛 ∈ ℝ𝐻×𝑊×𝑑

𝑛=1
𝑁 = 𝐅𝑛 ∈ ℝ𝐴×𝑑

𝑛=1
𝑁

⚫ Cross-image pair-wise similarity matrix, 𝐒𝑖,𝑗 = 𝐅𝑖𝐅𝑗
T ∈ ℝ𝐴×𝐴

⚫ ℒp2p 𝐒𝑖,𝑗
𝒮 , 𝐒𝑖,𝑗

𝒯 =
1

𝐴
σ𝑎=1
𝐴 KL 𝜎

𝐒𝑖𝑗|𝑎,:
𝒮

𝜏
||𝜎

𝐒𝑖𝑗|𝑎,:
𝒯

𝜏

⚫ Mini-batch-based Pixel-to-pixel loss, ℒbatch_p2p =
1

𝑁2
σ𝑖=1
𝑁 σ𝑗=1

𝑁 ℒ𝑝2𝑝 𝐒𝑖,𝑗
𝒮 , 𝐒𝑖,𝑗

𝒯
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[Overview of mini-batch based pixel-to-pixel distillation]

[Gram matrix]

𝑎th row vector

− batch size per GPU of 

segmentation is often small 

→ dependencies among 

pixels from global images ↓
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Method

⚫ Cross-Image Relational KD (CIRKD)

⚫ Pixel-to-Pixel Distillation

⚫ Memory-based distillation

⚫ Pixel embeddings from the past mini-batches are stored in the memory bank*

⚫ Class-ware pixel queue, 𝒬𝑝 ∈ ℝ𝐶×𝑁𝑝×𝑑

• 𝑁𝑝: number of pixel embeddings per class, 𝑑: embedding size

⚫ Input image, 𝑥𝑛 → feature embeddings, 𝐅𝑛
𝒮, 𝐅𝑛

𝒯 ∈ ℝ𝐴×𝑑

⚫ Anchors 𝐅𝑛
𝒮 , 𝐅𝑛

𝒯 and class-balanced sample 𝐾𝑝 contrastive embeddings 𝒗𝑘 ∈ ℝ𝑑
𝑘=1

𝐾𝑝
randomly from 𝒬𝑝

⚫ 𝐕𝑝 = 𝒗1, 𝒗2, … , 𝒗𝐾𝑝 ∈ ℝ𝐾𝑝×𝑑

⚫ Similarity matrix between the anchors and contrastive embeddings, P= 𝐅𝑛𝐕𝑛
T ∈ ℝ𝐴×𝐾𝑝

⚫ Memory-based Pixel-to-Pixel loss, ℒmemory_p2p =
1

𝐴
σ𝑎=1
𝐴 KL 𝜎

𝐏𝑎,:
𝒮

𝜏
||𝜎

𝐏𝑎,:
𝒯

𝜏
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* Motivated by self-supervised learning 

Concatenation
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Appendix

⚫ *Memory bank in self-supervised learning
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[images in past batch]

embedding dim, 𝑑

Memory bank

…

[image]

embedding dim, 𝑑

[anchor]

[positive]

Random sampled
[negative]
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Appendix

⚫ Memory bank in segmentation
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Class-balanced samples

embedding dim, 𝑑

Memory bank

[image in past batch]

𝑁𝑝 = 8

𝑑

𝐶

𝑉 = 2

𝐾𝑝

[new image]

first-in-first-out

Iter += 1



Seonghak KIM

Method

⚫ Cross-Image Relational KD (CIRKD)

⚫ Pixel-to-Region Distillation

⚫ Memory-based distillation

⚫ More representative region embeddings are stored in the memory bank*

• by averagely pooling all the pixel embeddings belonging to class 𝑐 in a single image

⚫ Region queue, 𝒬𝑟 ∈ ℝ𝐶×𝑁𝑟×𝑑

• 𝑁𝑟: number of region embeddings per class, 𝑑: embedding size

⚫ sample 𝐾𝑟 contrastive region embeddings 𝒓𝑘 ∈ ℝ𝑑
𝑘=1
𝐾𝑟 randomly from 𝒬𝑟 → 𝐕𝑟 = 𝒓1, 𝒓2, … , 𝒓𝐾𝑟 ∈ ℝ𝐾𝑟×𝑑

⚫ Pixel-to-region similarity matrix, 𝐑 = 𝐅𝑛𝐕𝑟
T ∈ ℝ𝐴×𝐾𝑟

⚫ Memory-based Pixel-to-Pixel loss, ℒmemory_p2r =
1

𝐴
σ𝑎=1
𝐴 KL 𝜎

𝐑𝑎,:
𝒮

𝜏
||𝜎

𝐑𝑎,:
𝒯

𝜏
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* Motivated by self-supervised learning 
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Method

⚫ Cross-Image Relational KD (CIRKD)

⚫ Overall framework

⚫ ℒCIRKD = ℒseg + ℒkd + 𝛼ℒbatch_p2p + 𝛽ℒmemory_p2p + 𝛾ℒmemory_p2r

⚫ If 𝑑𝒮 ≠ 𝑑𝒯 , projection head is attached to the student model
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* Motivated by self-supervised learning 

[Overview of memory-based pixel-to-pixel and pixel-to-region distillation]

𝐕𝑝
𝐕𝑟

𝐑𝒯

𝐑𝒮

𝐏𝒮

𝐏𝒯
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Experiments

⚫ Cityscapes

⚫ mIoU performance 
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Experiments

⚫ Cityscapes

⚫ Performance of individual class IoU scores
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Experiments

⚫ Cityscapes

⚫ Qualitative results 
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Experiments

⚫ CamVid and Pascal VOC

⚫ mIoU performance 
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Experiments

⚫ Ablation study

⚫ Loss term

⚫ Queue size

⚫ Larger queue provide more abundant and diverse embeddings
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Experiments

⚫ Ablation study

⚫ Temperature 𝝉

⚫ Number of contrastive embeddings

⚫ The similarity distribution with a larger dimension encode broader pixel dependencies.
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Conclusion

⚫ Contributions

⚫ Cross-image relational KD transferring global pixel correlations

⚫ Significant improvement on various segmentation datasets
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Thank you.
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