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Introduction

⚫ Vanilla KD 

⚫ Kullback-Leibler (KL) divergence between output probabilities, KL 𝒑𝒯 ቛ𝒑𝒮

➔ more accurate teacher don’t necessarily teach better.

⚫ Questions

⚫ What’s the reason that more complex teachers can’t teach well?

⚫ Decomposition of teacher’s probability

⚫ Correct Guidance: correct class’s probability

⚫ Smooth Regularization: average probability of wrong classes (DA)

⚫ Class Discriminability: variance of wrong class probabilities (DV)

⚫ Complex teacher are over-confident. (larger score for correct / less varied score for the wrong classes)

∴ Uniform temperature → effective class discriminability ↓ (distinctness of wrong class probability ↓)

⚫ Is it impossible to make larger teachers teach better through simple operations 

(temperature scaling)?

⚫ Asymmetric Temperature Scaling (ATS): separate higher/lower temperature for the correct/wrong logit 

instead of uniform temperature → variance of wrong class probabilities (DV) ↑ (discriminability ↑)
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Background

⚫ Notations

⚫ Input 𝐱 → logits 𝐟 𝐱 ∈ ℝ𝐶 → softened probability 𝒑𝑐 𝜏 =
exp 𝐟𝑐 𝐱 /𝜏

σ𝑗=1
𝐶 exp 𝐟𝑗 𝐱 /𝜏

⚫ Correct logit = 𝐟𝑦, Correct probability = 𝒑𝑦

⚫ Wrong logits = 𝐠 = 𝐟𝑐 𝑐≠𝑦 , Wrong probability  = 𝐪 = 𝒑𝑐 𝑐≠𝑦

⚫ ෥𝐪𝑐′ =
exp 𝐠𝑐′ 𝐱 /𝜏

σ𝑗=1
𝐶 exp 𝐠𝑗 x /𝜏

; for only the wrong logits

⚫ ෥𝐪 ≠ 𝐪 ∵ σ𝑐′ ෥𝐪𝑐′ = 1 and σ𝑐≠𝑦𝒑𝑐 = 1 − 𝒑𝑦

⚫ Note

⚫ The effectiveness is more related to the distinctness between wrong classes rather 

than all classes.

⚫ The variance of wrong class probabilities is focused instead of all classes.

⚫ max varall ≠ max varwrong
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Decomposition

⚫ Distillation loss

ℒKD = −𝜆𝜏2෍
𝑐=1

𝐶

𝒑𝑐
𝒯log 𝒑𝑐

𝒮

= −𝜆𝜏2 𝒑𝑦
𝒯log 𝒑𝑦

𝒮 −෍
𝑐≠𝑦

𝐶

𝑒 𝐪𝒯 log 𝒑𝑐
𝒮 −෍

𝑐≠𝑦

𝐶

𝒑𝑐
𝒯 − 𝑒 𝐪𝒯 log𝒑𝑐

𝒮

⚫ 𝒑𝑦
𝒯log 𝒑𝑦

𝒮 : Correct Guidance guarantees correctness

⚫ σ𝑐≠𝑦
𝐶 𝑒 𝐪𝒯 log𝒑𝑐

𝒮: Smooth Regularization

⚫ 𝑒 𝐪𝒯 =
1

𝐶−1
σ𝑐≠𝑦 𝒑𝑐: average of wrong class probability (DA)

⚫ σ𝑐≠𝑦
𝐶 𝒑𝑐

𝒯 − 𝑒 𝐪𝒯 log𝒑𝑐
𝒮: Class Discriminability (which classes are more related to the correct class?)

⚫ 𝑣 𝐪 =
1

𝐶−1
σ𝑐≠𝑦 𝒑𝑐

𝒯 − 𝑒 𝐪𝒯 : variance of wrong class probability (DV)

⚫ cf. 𝑣 ෥𝐪 : Inherent Variance (IV) because it only depends on wrong classes’ logits.
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Decomposition

⚫ Figure 1

⚫ Left

⚫ Temperature ↑➔ Correct guidance ↓, smooth regularization ↑, and class discriminability ↑→↓

⚫ Too high or too low temperature leads to smaller class discriminability (less distinctness among wrong classes).

⚫ Right

⚫ Larger teachers are over-confident (larger target logit or smaller inherent variance).
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Theoretical Analysis

⚫ Lemma 1. (Variance of Softened Probabilities)

⚫ 𝑣 𝒑 (of all samples) monotonically ↓ as 𝜏 ↑.

⚫ Temperature ↑→ probability distribution become flat (uniform). (less variance for average)

⚫ Assumption 2.

⚫ The target logits is higher than other classes’ logits. 𝐟𝑦 ≥ 𝐟𝑐

⚫ Proposition 3.

⚫ Under Assumption 2, 𝜏 ↑→ 𝒑𝑦 ↓ and 𝑒 𝐪 ↑, monotonically.

⚫ Due to flatten distribution, target probability value ↓ and others probability value ↑

⚫ ∴ higher DA and strengthen the smooth regularization term

⚫ Proposition 4. (DV vs IV)

⚫ 𝑣 𝐪 = 𝐶 − 1 2𝑒2 𝐪 𝑣 ෥𝐪
⚫ 𝜏 ↑→ 𝑒 𝐪 ↑ (Prop. 3) , 𝑣 ෥𝐪 ↓ (Lemma. 1) ➔ difficult to judge monotonicity of 𝑣 𝐪

⚫ Empirically, 𝑣 𝐪 ↑ → ↓ ∴ class discriminability ↑ → ↓
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Theoretical Analysis

⚫ Remark 5.

⚫ Fixing 𝐠 and 𝜏, higher 𝐟y → higher 𝒑𝑦 (smaller 𝑒 𝐪 )

⚫ ∵ target probability ↑ → others probability ↓ → 𝑒 𝐪 ↓

⚫ Remark 6.

⚫ Fixing 𝜏, less varied wrong logits 𝐠→ less varied ෥𝐪 (smaller 𝑣 ෥𝐪 )

⚫ Corollary 7. (𝒯𝟏 is larger teacher than 𝒯𝟐)

⚫ If 𝐟𝑦
𝒯1 ≥ 𝐟𝑦

𝒯2 and 𝐠𝒯1 ≈ 𝐠𝒯2 , then 𝒑𝑦
𝒯1 ≥ 𝒑𝑦

𝒯2 (Rema. 5) and 𝑣 ෥𝐪𝒯1 ≈ 𝑣 ෥𝐪𝒯2 . Hence, 

𝑣 𝐪𝒯1 ≤ 𝑣 𝐪𝒯2 .

⚫ According to 𝒑𝑦
𝒯1 ≥ 𝒑𝑦

𝒯2 → 𝑒 𝐪𝒯1 ≤ 𝑒(𝐪𝒯2) and Prop. 4.

⚫ If 𝐟𝑦
𝒯1 ≈ 𝐟𝑦

𝒯2 and 𝑣 𝐠𝒯1 ≤ 𝑣 𝐠𝒯2 , then 𝒑𝑦
𝒯1 ≈ 𝒑𝑦

𝒯2 and 𝑣 ෥𝐪𝒯1 ≤ 𝑣 ෥𝐪𝒯2 (Rema. 6). 

Hence, 𝑣 𝐪𝒯1 ≤ 𝑣 𝐪𝒯2 .

⚫ According to 𝒑𝑦
𝒯1 ≈ 𝒑𝑦

𝒯2 → 𝑒 𝐪𝒯1 ≈ 𝑒(𝐪𝒯2) and Prop. 4.

∴ larger teacher tend to be over-confident (larger target logit 𝐟𝑦 or smaller variance 

of wrong logits 𝑣 𝐠 ) → smaller derived variance 𝑣 𝐪 (class discriminability ↓)
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Asymmetric Temperature Scaling

⚫ Different temperatures to the logits of correct and wrong classes

⚫ 𝒑c 𝜏1, 𝜏2 =
exp 𝐟𝑐/𝜏𝑐

σ𝑗
𝐶 exp 𝐟𝑗/𝜏𝑖

, 𝜏𝑖 = ℒ 𝑖 = 𝑦 𝜏1 + ℒ 𝑖 ≠ 𝑦 𝜏2 where (𝜏1 > 𝜏2 > 0)

⚫ If the teacher outputs a larger target logits 𝐟𝑦, a relatively larger 𝜏1 decrease 𝐟𝑦 to a reasonable magnitude. 

(i.e., 𝒑𝑦 ↓, 𝑒 𝐪 ↑ → ∴ 𝑣 𝐪 ↑)

⚫ If the teacher outputs less varied logits 𝐠, a relatively smaller 𝜏2 make 𝐠 more diverse. (i.e., 𝑣 ෥𝐪 ↑ → 𝑣 𝐪 ↑)

➔ATS make the distribution over wrong classes more discriminative.
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Experiments

⚫ Observations

⚫ Class discriminability matter in KD and correlates with the KD improvement.

⚫ Without class discriminability → small and larger teachers teach worse significantly. (Fig. 2)

⚫ Fig. 3 shows that the teachers with a larger DV tend to guide better.

⚫ Dots in figure indicate that improvement is higher than 2%.
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Experiments

⚫ Observations

⚫ Larger teachers provide a larger target logit or less varied wrong logits.

⚫ On CIFAR-100, ResNet110 tend to generate a larger target logit (𝔼𝐱 𝐟𝑦 ≈ 15.0) than ResNet14 

(𝔼𝐱 𝐟𝑦 ≈ 10.0)

⚫ On CIFAR-10, although 𝐟𝑦 by WRN28-8 ≥ 𝐟𝑦 by WRN28-1, WRN28-8 gives smaller variance.
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Experiments

⚫ Observations

⚫ ATS could enlarge the derived variance of larger teachers.

⚫ With ATS, larger teacher enhance DV while that teacher under traditional scaling experiences lower DV.

⚫ 𝜏 ↑ → 𝑒 𝐪 ↑:smooth regularization ↑ (Prop. 3) (nearly same between various capacities)

⚫ 𝑣 𝐪 first increase and then decreases. (maximal of larger teachers’ DV is smaller.)
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Experiments

⚫ Performances

⚫ Using ATS, larger teachers teach well or better (↔ traditional scaling, TS).
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Experiments

⚫ Performances

⚫ Comparisons with SOTA methods

⚫ NoKD (w/o KD), ST-KD (guidance of smaller teacher), KD (guidance of larger teacher)
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Experiments

⚫ Performances

⚫ Comparisons with SOTA methods

⚫ NoKD (w/o KD), ST-KD (guidance of smaller teacher), KD (guidance of larger teacher)
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Experiments

⚫ Performances

⚫ Ablation studies

⚫ Setting 𝜏1 > 𝜏2 is better, especially, the setting of 𝜏2 ∈ 𝜏1 − 2, 𝜏1 − 1 is recommended.

⚫ ATS improves the performances under various 𝜆.
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Conclusion

⚫ Decomposition into correct guidance, smooth regularization, and class 

discriminability.

⚫ Over-confidence teachers can’t utilize the class discriminability under TS.

⚫ Asymmetric Temperature Scaling (ATS) to enhance the DV of larger 

teachers, making more discriminative, was proposed.
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Thank you.
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